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Automation at bedside

Traditional ward
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Automation at bedside

Traditional ward

dispensing

— i High risk of medication errors
""'+"' L Workload on nurses
- - Increasing risk depending on staffing

Automated

Dispensing 50 % reduction of medication administration errors

—_— 90 % reduction of clinical errors

Workload shift into hospital pharmacy

Additional data on cost-effectiveness needed

Dispensing errrors occur rarely

Hanninen et al., EurJHospPharm 2023; 30(3): 127-135. |cons made from flaticon UK
HD
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Automation current pitfalls

Automated
New risks

dispensing
[ ] Fading ink on the package
- —_—)
m Device outage and technological issues

Late changes in medication increase risk for errors

Scanning is priority as pouches and bags have a look a like risk

Automated dispensing has the potential to move the pharmaceutical care at bedside
on a new level.

Hanninen et al., EurJHospPharm 2023; 30(3): 127-135. |cons made from flaticon UK
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Shown on the vertical axis is the training computation
that was used to train the Al systems.

10 billion peta FLOP

" Computation is measured in floating point operations (FLOP).

Ine FLOP fs equivalent to one addition, subtraction
multiplication, or division of two decimal numbers.

,100 million petaFLOP

alogarithmic scale, sothat
1 the next it shows a 100-fold
increase in training computation.

1 million petaFLOP

10,000 petaFLOP

Mu.
MuZero s a single system that achieved superhuman performarice at Go,
chess, and shogi {Japanese chess) — alf without ever being told the rules

100 petaFLOP

A pivotal early ‘deep learning” system, o neural network with many layers, that
could recognize images of objects such as dogs and cars at near-human level,

1 petaFLOP = 1 quadrillion FLOP

10 trillion FLOP

TD-Gammon: 1992; 18 trilion FLOP @ >TM@ L]

L Mineryas builtin 2022 and trained on 27 billion petaﬂop\
PaLM: builtin 2022 and trained on 2 5 billion petaFLOP - A
PaLM ean generate high-quality text, explain some jokes, cause & effect, and more. ™\

GPT-3: 2020; 314 million petaFLOP

GPT-3 can produce high-quality text that is

often indistinguishable from humar writing,

DALL-E: 2021; 47 million petaFLO

DALL-E can generate high-quality images from written descripti

NEQ: 2021; 1.1 million petaFlg
Recommendation systems like Facebook's NEO determine what yor
Yot sociol e feed, oriine shopping, Steoming services, ond ibre.

AlphaGo: 2016; 1.9 million petaFLQ)
AlphaGo defeated 18-time champion Lee Sedol at the ancient and hig
complex board game Go. The hest Go players are no langer huj

Zero: 201%; 48,000 petaFLOP

AlexNet: 2012; 470 petaFLOP - |

NPLM .

Decision tree

TD-Gammon learned to play backgammon at a high
level, just below the top human players of the time. ® LeNet-5

100 billion FLOP

® RINN for speech

NetTalk: 1987; 81 billion FLOP @ @ ALVINN

NetTalk was able to learn to pronounice some English text by being given ®ZipCNN

textas input and matching it to phonelic transeriptions. Among its many

limitatiens, it did not perform the visual recognition of the text itself.

® System 11

It @ Back-propagation
““Neocognitron: 1980; 228 million FLOP
A precursor of modern vision systems. It could recognize
handwritten Japanese characters and a few ather patterns.

® Fuzzy NN

1 billion FLOP Qndemonium (Morse)

Samuel Neural Checkers
10 million FLOP

® Perceptron Mark I: built in 1957/58; 695,000 FLOP
100,000 FLOP Regarded as the first artificial neural network, it could visually distinguish cards marked on the left side
” from those marked on the right, but it could not learn to recognize many other types of patterns.
® ADALINE: built in 1960 and trained on around %00 FLOP
An early single-layer artificial neural network.

1,000 FLOP

@ Theseus: builtin 1950 and trained on around 40 floating point aperations (FLOP)
10 FLOP Theseus was a small rabotic mouse, developed by Claude Shannon,
that could navigate a simple maze and remember its course.

Pre Deep Learning Era
Training computation grew in line with Moore's law, doubling roughly every 20 months.

The first electronic computers
were developed in the 1940

1940 1950 ':.‘ 1960 1970

" 1956 The Dartmouth workshop on Al, often
seen as the beginning of the field of Al research

Deep Learning Era
Increases in training computation
accelerated, doubling roughly
every 6 months.

1980 1990 | 2000 2010 2020

" 1997: Deep Blue beats world
chess champion Garry Kasparow

Large computing power
enables new technologies

September 2024 | Morath
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Defining Al

Computer
science

Linguistics
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Function of generative models

The dose makes —
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Function of generative models

The dose makes ...
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Function of generative models

P= 0,04

The dose makes i@l
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Function of generative models

P= 0,93

The dose makes!the
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Function of generative models

The dose makes the _____
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Function of generative models

The dose makes the ...
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Function of generative models

P= 0,06

The dose makes the OV

UK
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Function of generative models

P~ 0,92

The dose makes the [poison

UK
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How are LLM trained?

@ reddit

( COMMON
CRAWL

' Books1
J Books2

UK

flaticon: Hilmy Abiyyu A. Outline Color HD
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How was ChatGPT developed?

Monitored
Fine-Tuning
GPT-3.5
Unmonitored
»Pre-Training“
® reddit ‘
D g
o
Thirunavukarasu AJ et a., Nat Med 2023. 29(8):1930-1940 Images from freepik from flaticon UK
September 2024 | Morath _ HD
Adapted from Ouyang et al. 220302155 (arxiv.org).


https://arxiv.org/pdf/2203.02155

How was ChatGPT developed?

Monitored
Fine-Tuning

O
Explain the term LAntibiotics are —_— @

Monitored Fine-Tuning

antibiotics a group of..”

[ ) ['mJ ()

September 2024 | Morath

Thirunavukarasu AJ et d., Nat Med 2023, 29(8):1930-1940 Images from freepik from flaticon UK
. HD
Adapted from Ouyang et al. 2203.02155 (arxiv.org)


https://arxiv.org/pdf/2203.02155

How was ChatGPT developed?

Reinforcement learning

Monitored .
Fine-Tuning with human feedback
-
GPT-3.5 <«
Unmonitored
»Pre-Training“ Reward model

® reddit ‘
o
Thirunavukarasu AJ et a., Nat Med 2023. 29(8):1930-1940 Images from freepik from flaticon UK
September 2024 | Morath ] HD


https://arxiv.org/pdf/2203.02155

How was ChatGPT developed?

Reward model o
ntibiotics are o
a group .. o This is a tem... G

With Antibiotics Antibiotics grow
oneisable.. on trees...

Explain the term

antibiotic

September 2024 | Morath
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Adapted from Ouyang et al. 2203.02155 (arxiv.org)


https://arxiv.org/pdf/2203.02155

How was ChatGPT developed?

Monitored Re!::ohrcemel}t Izagnu:(g P
Fine-Tuning with human feedbac
R Continous
improvement
GPT-3.5 0
=3. “ \_/

Unmonitored
»Pre-Training* Reward model

® reddit ‘
o
Thirunavukarasu AJ et a., Nat Med 2023. 29(8):1930-1940 Images from freepik from flaticon UK
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https://arxiv.org/pdf/2203.02155

ChatGPT and drug information

Performance and risks of ChatGPT used in drug
information: an exploratory real-world analysis

Benedict Morath @ , Ute Chiriac, Elena Jaszkowski, Carolin Dei3, Hannah Niirnberg,
Katrin Horth, Torsten Hoppe-Tichy, Kim Green

BMJ Journals

4 )
I: Open-Access: e.g. SmPC

- 5N ~ 3 IIl: Guidelines, standard literature
;:; - _ lll: Commercial databases
|/ N
\ /

IV: Individual answers, knowledge transfer
50 questions from Rating of answers

clinical routine according complexity

Morath et ., Eur J Hosp Pham 1:2023:ejhpharm-2023- Images from freepik from flaticon UK
September 2024 | Morath 003750. HD



ChatGPT and drug information

Performance and risks of ChatGPT used in drug
information: an exploratory real-world analysis

Benedict Morath @ , Ute Chiriac, Elena Jaszkowski, Carolin Dei3, Hannah Niirnberg,
Katrin Horth, Torsten Hoppe-Tichy, Kim Green

BMJ Journals
4 )
\ Content: Complete o | Incomplete/lnconsistent « | False/Not applicable
Management: Possible e | Insufficient | Not possible e
. / Risk: No risk of patient harm e | low risk | no risk e
Rating of ChatGPT-3.5

answers by 7 trained clinical
pharmacists

September 2024 | Morath Morath B et al. EurJHospPharm 1:2023:ejhpharm-2023- HD

Images from freepik from flaticon UK)
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ChatGPT and drug information

4 Content N Management v Risk I

0000000000 BEm 26.00% Complete 0000000000 BEm 72.00% Possible 0000000000 E= 46.00% No risk
000000000®® I 36.00% Incomplete 000000000@® 3 14.00% Insufficient 0000000000 = 28.00% Low risk
0000000000 BEm 38.00% False 0000000000 BEm 14.00% Not possible 0000000000 Bl 26.00% High risk
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
0000000000 0000000000 0000000000
n =50 questions n =50 questions n =50 questions

o AN

11 answers had a high risk combination:

AN /

False content + possible management + high risk of patient harm

September 2024 | Morath H[J



Correct answers

Table 2 Questions entered in ChatGPT that were rated either completely correct or completely wrong, that is, rated in the highest or lowest
category of all three domains

Answer Overall
category  Question to ChatGPT rating

| What is the labelled standard dose of apixaban in atrial fibrillation?

| What is the labelled standard dose of apixaban in a patient with CrCl 20 mLU/min and atrial fibrillation?
| Can a patient who reacted with a rash to penicillin in the past be treated with cephalosporins?

| Should the caspofungin dose be adjusted in a patient with bilirubin of 17 ma/dL, AST of 400 U/L and ALT of 100 U/L?
| When should empagliflozin be paused before surgery?

| What is the maximum recommended daily dose of diclofenac?

| How should caspofungin be diluted prior to infusion?

| What is the maximum daily dose of amlodipine?

| What is the standard dose of carbamazepine for trigeminal neuralgia?

] How should aztreonam be dosed on a CVVHD with dialysis flow rate of 2 /h?

] How is tinzaparin therapeutically dosed in a patient on intermittent hemodialysis?

1} What is the recommended initial dose of insulin glargine in a patient with steroid-induced diabetes?
v Which painkiller should be used in a patient on lithium therapy?

1} Which interactions can occur in patient treated with nirmatrelvir/ritonavir(Paxlovid), atorvastatin, trazodone, paroxetine, acetylic salicylic acid, and
candesartan and how should these be managed?

v How much vitamin K can be used to lower the INR to two in a LVAD patient before surgery currently with an INR of 3.5?

Legend:® : Content, patient management, and risk rated in the highest category. @: Content, patient management, and risk rated in the lowest category.
ALT, Alanine transaminase; AST, Aspartate transaminase; CrCl, Creatinine clearance; CVVHD, Continuous veno-venous hemodialysis; INR, International normalised ratio; LVAD, Left
ventricular assist device; U, Unit.

Morath B et al. EurJHospPharm 1:2023:ejhpharm-2023- UK
September 2024 | Morath 003750. HD



Reproducibility

Question Il What is the dosing weight for aminoglycosides in a patient with a body weight of 190kg and a height of 165cm?

Answer ChatGPT day 1 The dosing weight for aminoglycosides in a patient with a body weight of 190kg and a height of 165 cm would typically be calculated using  N/A
the patient’s ideal body weight (IBW). The most commonly used formulas for calculating IBW are the Devine formula for males (IBW=50 +
2.3(height (in) - 60) and the Robinson formula for females (IBW=45.5 + 2.3(height (in) - 60). Since we don't know the gender of this patient,
we would use the Devine formula. 165 cm=64.96 inches, IBW=50 + 2.3(64.96-60) = 72.986 kg .

Morath B et al. EurJHospPharm 1:2023:ejhpharm-2023- UK
September 2024 | Morath 003750. HD



Discussion

Correct answers possible, if information was openly accesible

No use in drug information currently:

= Answers were unspecific with a high risk of patient harm
x = No reproducibility

=  No references and no transparency
=  From a legal point of view within the MDR?

September 2024 | Morath
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ChatGPT and drug interactions

The Capability of ChatGPT in Predicting and Explaining Common Drug-Drug
Interactions

Manitoring Editor: Alexander Muacevic and John R Adler

Ayesha Juhi,' Neha Pipil 2 Soumya Santra, Shaikat Mondal,* Joshil Kumar Behera,? and Himel Mondal™!

v" 39von 40 answers were
correct.

50 % were rated as

inconclusive
Rating by two clinical

pharmacologists

40 drug interactions ChatGPT 3.5 The readll ng level needegl for
understanding was determined as

»college-level*

Images from hitps:/smart.servier com/ UK
September 2024 | Morath Juhi A et al. Cureus. 2023 17;15(3):e36272. HD


https://smart.servier.com/

Drug interactions in ChatGPT 3.5

Can | take ritonavir and ticagrelor?| @
© chatePT

| am not a doctor, but | can provide some general information. It's important to consult » DiSCIai mer
with a healthcare professional for advice tailored to your specific situation.
Ritonavir is primarily used as a medication for the treatment of HIV infection, and it is
also sometimes used to boost the levels of other medications. Ticagrelor is an
antiplatelet medication commonly prescribed to reduce the risk of cardiovascular
events.
There is a potential for drug interactions between ritonavir and ticagrelor. Ritonavir can » |ntel'aCtI0n |d entlfl ed

affect the metabolism of other drugs by inhibiting certain enzymes in the liver,
particularly those from the cytochrome P450 family. This inhibition can lead to
increased levels of drugs that are metabolized by the same enzymes, potentially

resulting in adverse effects or reduced efficacy.

Combining ritonavir with ticagrelor may increase the risk of bleeding, as both

medications can independently cause this side effect. Therefore, it is crucial to inform No contralndlcatlon

your healthcare provider about all medications, including over-the-counter drugs and > R M f I
supplements, that you are taking. Your doctor can assess the potential interactions easoni ng aise
and determine the best course of action for your specific medical condition.

Mever make changes to your medication regimen without consulting your healthcare . .

provider, as they can provide personalized advice based on your health history and o DISCI almer

current medications.

Juhi Aet al. Cureus. 202317;15(3):e36272. UK
September 2024 | Morath HD



Current papers

Performance of ChatGPT on Factual The oura ofClical Parmacology
Knowledge Questions Regarding Clinical © 2001, The Amerian Colege of
Pha.l"m acy DOI: 10.1002/jcph.2443

Merel van Nuland, PharmD, PhD' () Abdullah Erdogan, BSc', Cenkay Agar, PharmD',
Ramon Contrucci, PharmD?, Sven Hilbrants, PharmD?, Lamyae Maanach, PharmD?*,
Toine Egberts, PharmD, PhD*#, and Paul D. van der Linden, PharmD, PhD'

Better performance as hospital
pharmacists

RESEARCH

Poor performance of ChatGPT in clinical rule-guided dose
interventions in hospitalized patients with renal dysfunction

Merel van Nuland'® - JaapJan D. Snoep? - Toine Egberts®* . Abdullah Erdogan’ - Ricky Wassink’ -

Paul D. van der Linden'

®

Check for
updates

Integration in CDSS possible
All questions on dialysis wrong

~ 50 % of questions on renal insufficiency
incorrect

September 2024 | Morath
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Problems of generative models

09 (2)9

Understanding Consistent answers
of the world
Understanding of context Correct content

Unpartiality -> hallucinations

Actuality
Reasoning and
planning ahead

UK
September 2024 | Morath HD



Fine-Tuning of LLM

Model training

v

General model Medical training data Specific trained model

September 2024 | Morath HE)



Challenges of fine tuning

Time consuming Actuality

O & € G

Large datasets Cost Access to training data

September 2024 | Morath
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LLM in clinical practice

Generative Large Language Models are autonomous practitioners of evidence-
based medicine

Akhil Vaid MD'2, Joshua Lampert* MD?, Juhee Lee* MD*®, Ashwin Sawant* MD'€, Donald
Apakama* MD'7, Ankit Sakhuja* MD'22, Ali Soroush MD'?, Denise Lee MD"', Isotta Landi
PhD'"2, Nicole Bussola PhD', Ismail Nabeel MD'', Robbie Freeman RN', Patricia Kovatch BS™,
Brendan Carr MD MS’, Benjamin Glicksberg PhD'3, Edgar Argulian MD' "%, Stamatios Lerakis
MD PhD' %, Monica Kraft MD®, Alexander Charney MD PhD" ', Girish Nadkarni MD MPH'*"7

Retrieval Augmented
*Contributed equally Generation
,» 100[“
Jsonfilecase  Questions and diagnostic LLM
procedures
Output

Poor, Fair, Good

https://arxiv.org/ftp/arxiv/papers/2401/2401.02851. pdf UK
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Workflow

Question What is the next best step in management?

Observation |To determine the next best step in management, | first need to understand the patient's . .
s P! gement P —> Medical history
symptoms and clinical presentation.

Action + Symptom tool (No input)
Action Input

Tool response |Patient reported 1 hour ago with left sided chest pain, sweating, nausea, vomiting,
shortness of breath.

Observation |The symptoms suggest a possible cardiac event, such as a myocardial infarction. | need
to gather more information about the patient's past medical history and physical exam — Assessment
findings to further narrow down the differential diagnosis.

Action + Past medical history tool (No input)
Action Input

Tool response | No past medical history available.

Observation |The lack of past medical history makes it difficult to assess the patient's risk factors for
cardiac disease. However, given the patient's symptoms, | should proceed with a — Phys ical examination
physical exam to gather more information.

Action + Sign tool (No input)
Action Input

Tool response [S3 gallop

Observation |An S3 gallop is often associated with conditions that cause rapid ventricular filling, such
as congestive heart failure. This finding, in combination with the patient's symptoms,
further supports the possibility of a cardiac event. | should use the machine learning tool
to predict the likelihood of a low ejection fraction, which is often seen in heart failure.
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Workflow

Observation |An S3 gallop is often associated with conditions that cause rapid ventricular filling, such
as congestive heart failure. This finding, in combination with the patient's symptoms,
further supports the possibility of a cardiac event. | should use the machine learning tool
to predict the likelihood of a low ejection fraction, which is often seen in heart failure.

Action + Machine learning tool (Low ejection fraction (<40%) model)

Action Input — Determination LVEF

Tool response |Low ejection fraction (<40%): 0.9

Observation |The high probability of a low ejection fraction suggests that the patient may be
experiencing heart failure. However, to confirm this diagnosis, | need to order relevant
lab investigations and an ECG.

Action + Lab investigation tool (SERUM TROPONINS)

Action Input — Lab investigation

Tool response |SERUM TROPONINS: 0.1 ng/mL (Elevated)

Observation |The elevated troponin levels are indicative of myocardial injury, which is consistent with
a myocardial infarction. This, in combination with the patient's symptoms and the S3
gallop, strongly suggests a cardiac event. | should now order an ECG to further confirm
this diagnosis.

Action + ECG tool —_— EFCG
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Workflow

Action Input

Tool response (ST elevation in leads V1-V4

Observation |The ST elevation in leads V1-V4 is consistent with an anterior wall myocardial infarction.
This, along with the patient's symptoms, elevated troponins, and the S3 gallop, confirms
the diagnosis of a myocardial infarction. | should now use the guidelines tool to
determine the most appropriate next steps in management.

Action + Treatment guidelines tool (Acute myocardial infarction) —> RAG
Action Input

Tool response | <Guidelines about general management of Acute MI>

According to institutional (Institutional guidelines): The institution does not accept STEMI
patients beyond initial evaluation. Patient must be immediately transferred to another
facility.

Final answer |The next best step in management is to immediately start the patient on aspirin, a
P2Y12 inhibitor, and an anticoagulant. The patient should also be started on a beta
blocker, an ACE inhibitor, and high-intensity statin therapy within the first 24 hours,
unless there are contraindications. Pain relief with opioids can be given if required.
However, given the institutional guidelines, the patient must be immediately transferred
fo another facility for further management, including reperfusion therapy.
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Results

Performance by specialty B Cardiology B Genetics

I Critical Care B Internal Medicine
a Correctness of final answer BBl Emamency Medicine
Good

Fair

Poar

Gemini Pro LLaMA-T0B Mixtral-8x7B

b Judicious use of tools

Good

Fair

Poar

Gemini Pra Mixtral-8x7B

¢ Conformity to guidelines

Good

Fair

Poar

Gemini Pro GPT-3.5 GPT-4 LLaMA-70B Mixtral-8xTB

d Resistance to hallucinations

Good

Fair

Poar

Gemini Pra GPT-3.5 GPT-4 LLaMA-TOB Mixtral-Bx7E
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Pitfalls and summary

Real-Time Internet Access
Validation of training data e

Fine-Tuning
Uncertainty indicators
Prompting methods \ )
References

e
/ \ Reporting systems

Regulation

Accuracy

Fine-Tuning
Validation of use

New model architecture
Semantic knowledge

Thirunavukarasu AJ et a., Nat Med 2023 29(8):1930-1940 UK
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EU Al regulation

Requirements

Examples

Prohibited practices, but permitted
in lawful medical contexts following
relevant laws and standards

Manipulation, exploitation, social scoring,
facial recognition, emotion inference

|. Requirements for high-risk Al

Medical devices Class zlla (e.g., Al-
assisled X-ray diagnosis), emergency
triage, medical training assessment,
asylum health risk screening,
healthcare workforce management

Covered by EU Use case in
harmonisation Annex Ill AND risk
legislation (Annex @ of harm to health,
1) AND third-party safety,
conformity fundamental
assesement rights

' Optional: codes '
of conduct

Special obligations for General-purpose Al models (Art 51) : :
general-purpose Al ) — Defined by the L@nfguage_moc:lgls in patient
models Systemic e o g Commission, ex officio, information, diagnostics,
risk capabilities, €.9.>10% (OR) o ypan scientific panel clinical data management
T e alert (Annex XII)
—_— Health assistant
‘ Tg’;;ﬁ:::?’ Certain Al systems with specific transparency obligations (Art 50) chatbots, synthetic media
[N systems/general-purpose Al models aimed at i ing with individuals or generating mem] for patient education

Other Al systems with no or minimal risk (Art 95) Spam filters
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Defining Al

Computer
science

Linguistics
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Machine Learning at bedside

] wencn  |Antimicrobial Agents PHARMACOLOGY
L SOCITY FOR May 2024 Volume 68 Issue 5 e01415-23
= mwaosowe and Chemotherapy hitps /idoi org/10.1128/aac.01415-23

A machine learning approach to predict daptomycin
exposure from two concentrations based on Monte Carlo
simulations

Cyrielle Codde () 1, Florence Rivals2, Alexandre Destere?, Yeleen Fromagez, Marc Labriffe24, Ve ry go od AUC esti matio n

Pierre Marque!u. Clément Benoist?, Laure Ponthier?, Jean-Francois Faucher?, Jean-Baptiste
Woillard () 24

Use for TDM possible with C0, C1 and
covariates

4 ) a )

Training-Set 75 % R .
Testing-set 25 % Exposure estimation and dose adjustment
possible
—_—

Training of 4 machine learning

. . , algorithms
\Slmulatlon of 5150 PK profiles J \_ J
Codde et al., Antimicrob Agerts Chemother. 2024 UK)
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Machine Learning at bedside

Clinical Pharmacokinetics (2024) 63:1137=1146
hittps:/fdolorg/ 10,1007 /s40262-024-01405-2

ORIGINAL RESEARCH ARTICLE m)

S Tow
unclates

A Machine Learning Algorithm to Predict the Starting Dose
of Daptomycin

Florence Rivals' - Sylvain Goutelle®** . Cyrielle Codde™® - Romain Garreau®”* . Laure Ponthier® . Pierre Marquet'® -
Tristan Ferry™"® . Marc Labriffe’® . Alexandre Destere” - Jean-Baptiste Woillard'®

Accepted: 16 July 2024 / Published online: 31 July 2024
& The Author(s), under exclusive licence to Springer Nature Switzerand AG 2024

Rivals et al.,ClinPharmacokinetics 2024 63:1137-1146 UK
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Use for lowering the administrative workload
mms s conceivable, but application of generative
models is limited by the model architecture

Al applications can help to digitize processes
faster (quick wins)

The more complex the facts and the context,
the less applicable the models are

ChatGPT is primarily a chatbot, LLM for medical applications are being

/\7' tested. The combination with guidelines & context information appears
promising (RAG). However, regulation increases and might slow down
developement.

September 2024 | Morath




Thank you for your attention
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